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ABSTRACT

A Markovian random field approach is proposed for automatic information retrieval in full text documents. We draw
up an analogy between a flow of gueries/document images connections and statistical mechanics systems. The
Markovian flow process machine (MFP) models the interaction between queries and document images as a
dynamical system. The MFP machine searches to fit the user's queries by changing the set of descriptors contained
in the document images. There is hence a constant transformation of the informational states of the fund. For each
state, a certain degradation of the system is considered. We use simulated annealing algorithm to isolate low
energy states: this corresponds to the best "matching” in some sense between gueries and images
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Abstract

A Markovian Random Field approach is proposed for Automatic Information Retrieval in full text
documents. We draw up an analogy between a flow of queries/document images connections and statis-
tical mechanics systems. The Markovian Flow Process Machine (MFP) models the interaction between
gueries and document images as a dynamical system. The MFP machine searches to fit the user's
gueries by changing the set of descriptors contained in the document images. There is hence a constant
transformation of the informational states of the fund. For each state, a certain degradation of the system
is considered. We use simulated annealing algorithmto isolate low energy states: this corresponds to the
best "matching" in some sense between queries and images.

Index terms. Automatic Information Retrieval, filtering, morpho-syntactic distance, Markov Random
Field, Gibbs distribution, annealing.

1. Introduction

Classica models of information retrieva (IR) usually present two implicit postulates. Firstly, the
configuration of the representations (set of image descriptors) of a documentary fund is constant or
stable [13,14]. Secondly, there exists one representation of the documentary fund that is useful for a
variety of users. However, with the advent of large scde full text storage space and eectronic
highways, the documentary fund becomes more and more unstable and is processed by a mutliplicity of
different users. It hence becomes very difficult to give to the fund a definite and a satisfactory
representation. In this paper, we explore some aternative way to tackle the problem of a dynamic and a
multiuser full text information retrieval system. Indeed, we approach it through a stochastic and dynamic
mode caled Markovian Field Process (MFP). This model allows us to see the information retrieval
process as a dynamical system. It is a system based on highly interactive relations between the user's
gueries and the fund's configurations. One associates a state sequence to this system and our am is to
reach steadily lower energy states. In this paper, we present the general and basic concepts of this
Markovian Field Process and its application to the IR problem.

2. The drawbacks of classical IR
methods

The classical frameworks of IR relies on two important processes. The first one is a filtering that
extracts a set of image descriptors from an origina document. The second one is a matching or
comparison procedure between a query and images of the documents [4]. These two processes present
particular difficulties.



() Thefirst one relatesto thefitlering process. In many models this filtering is done through a specific
threshold value. Thisthreshold value is often influenced by a theoretical model. In practice, it is based
on some type of probability measure and it cannot be modified.

(i) The second difficulty concerns the degree of certainty that can be credited to the similarity measure
between a query and an image [16]. These similarity values are computed from weight vectors
representing only a particular description of the fund. They are not sensitive to the descriptors that a user
may include or value in his query.

(iii) The third difficulty is that in the classical retrieval modd, it is difficult to take into account the
updating of a documentary fund. The input of new documents in the fund affects al the documentary
system objects and therefore the computation involved in these methods can become expensive in cpu
time.

Some solutions using emergent approaches as neural networks have been suggested to these problems
[1,18]. We believe that a Markovian random field machine or Markovian Flow Process (MFP) can
answer some of the difficulties underlined above.

3. The framework of a dynamic |.R.
system

We present aglobal view of the archtecture of the IR system.

3.1. The Markovian Flow Process
(MFP) approach

The Markovian Flow process machine is an open architecture and a dynamic system.
(1) It isan open system in the sense that as input, it admits entities of various semiotic type that we call
here UNITS of INFORMATION or UNIFs[10,11]. In the field of textua document, these UNIFs are
usualy linguistic units (such as uniterms, complex terms lemmatized, phrases, etc.). Each UNIF is
identified by some (manual or automatic) processes, it can be of various length. All queries are built
from such UNIFs.

(i) The system is also seen as dynamic in the sense that it sees the interactions between filtering and
guering as energy states of a dynamic machine. The MFP mode approaches information retrieval as a
dynamic transformation of the state of information in the system. This transformation is redlized each
time: @) afiltering process selects the descriptors from the predescritors origina sets, and b) a query is
done on the documentary fund (see figurel). Hence, the information state is in a constant mutation. In
this view, it is not the interrogator who at first modifies his queries from answers provided by the
machine but on the contrary: it is the system that first modifies the state of information configuration.
Through time, alearning processs develops. The interrogator passes from a "naive" state to a "learned
"state. He acquires more and more knowledge of what is contained in the fund. Let us now present in
the figure 1 the general schema of the MFP processing chain.
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Fig. 1. A dynamic view of an IR system.

3.2. Description of the different MFP components

In our approach, the first component of the chain is the documentary fund. Thisis a full text data
base written in natural language. It is subdivided into severa fragments that are equivalent to individual
document images. We define afragment as a connected section of the documentary text. Each fragment
of the documentary fund is congtituted of a sequence of units of information. For example, here is one
example of afragment containing a sequence of units of information which is a sentence. this sentenceis
called a descriptor in our case.

Fragment. The industry in the USSR is under an important pressure from the the Eastern Europe's
industryl.

The second important component in the chain is the query. A query gj can be seen as a hypothetical
image. It is a question on the presence or absence of a hypothetical image in the documentary fund. So,
it will aso be composed of a sequence of UNIFs: it isadescription of a hypothetical document. A query
could be for instance:

"How does the industry in the USSR behave compare with the industry in Poland".

On these two components, two specific operations will be applied: a filtering process (filtering 1 +
filtering 2) and a comparison procedure. The first step in the chain consists in building descriptors
(congtituting a dynamic image) out of the origina textual fragments. These dynamic images are in a
sense equivaent to images of classica IR but they are here not fixed and definite: they can change.
These dynamic images are redlized though two filtering processes. The filtering 1 process (that can be
manual or automatic ) consists in choosing a subset of unif sequences as congtituting the
"predescriptors’ of the dynamic images of these fragments. In the case of a probabilistic filtering, the
pertinency of a possible predescriptor may consider the scattering of this predescriptor in a fragment
with respect to its dispersion in the whole fund. Another parameter that may influence the predescriptors
pertinency is the quality of the UNIfs composing this predescriptor. The filteringl operation can be
manual or automatic.

1 The lengths of these fragments are here left as open questions.



A second filtering is applied. The filtering 2 operation is an extraction with respect to a variable

threshold pj of a subset from the predescriptors set. In fact, for each couple (pj, gj) a subset of

predescriptors is selected from the predescriptors set according to a certain criterion. Hence, a family of
predescriptors are selected by the MFP machine. These selected predescriptors become descriptors.

The second type of operation touches upon the quering procedures that measure the distances between
aquery and aset of descriptors in a dynamic image. Although not al researchers of IR believesin the
effectiveness of linguistic analysis [17], we think that some morpho-syntactic analysis is pertinent in a
dynamical system of IR. The summarized approach that we present is based on a paper of Pécheux [12].
Our am isto evaluate the distance between a query and a descriptor considered both as two sentences? .
The proximity measure between a query and a descriptor is based on a cost function associated to part of
speech of each word composing a sentence and to a series of edition operations. This is the reason why
we cdl this measure a morpho-syntactic distance. The elementary edition operations are: deletion,
substitution and insertion of a character in aword. These operations are defined on avocabulary V.

Definition 3.2.1. The edition distance between a couple of words (U,V)OV* (free monoid generated
by the vocabulary set V) is defined as:

ylu,v) = Miny(s) ,
sOA

where A isthe set of elementary operation series which transform the word U into theword V.

The proximity measure y* is a distance in the topologica sense. The similarity between sentences uses
two different costs, the first cost is based on weights given to parts of speech assigned to words and the
second is based on the words themselves composing the sentences.

Let P=p1/f1 p2/f2 ... pk/fk ... pn/fnand Q = q1/t1 g2/t2 ... gk/tk ... gm/tm, be two series of canonica
words with their parts of speech provided by alemmatizer.

Definition 3.2.2. The distance between two sentences P and Q is a mapping from the cartesian
product (S*S) (S: sentences space) to positive real numbers set (IRY) and it is given by:

[GIOERSCY

where N isanormalizing factor dealing with the parts of speech, it is defined as:

k=n k=m
N= Y Cqiln)+ ¥ cqil)
K=1 K=1

and Cqj is the cost assigned to deletion and insertion elementary operations applied to the parts-of-
speech.

For more information about this morpho-syntactic distance, see [15]. An interna representation module
can transform a query into a standard form when it is necessary. This is very useful when one has to
compute the proximity measure between a paraphrased query and a descriptor. The same remark can be
stated in the case of an eliptic situation.

2 The choice of a sentence as a particular case is not a constraint inherent to the method, the reason is that
a sentence can be considered as a semantically complete unity.



4. The neighborhood system and the
query space

We introduce the image neighborhood system and the query space in this section.

4.1. The neighborhood systems between
images

In aMarkovian flow process, the configurations of the information in the documentary fund is seen
as a set of images (dynamic images in our approach) forming a neighborhood based on a certan
smilarity between them. This similarity is measured through some type of proximity. In more formal
terms, a neighborhood system can be defined in the following manner.

Definition 4.1.1. Let & ={l1, I2,..., Ik} be a set of images (vertices), V={V|,1 09 } iscdled a
neighborhood system for 9 if it isasubset of 9 such that:

| O V|

| OVK = KOV].

The doublet (9,V) is ahypergraph of order k = card(d) where a hyperedge is composed of al images

which are neighbors according to some sense. In order to obtain a physical3 interpretation of the
Markovian Field structure, one has to give sense to the notion of neighborhood. We define the

neighbors set of animagek for afixed a (o > 0) and a specific distance L between images as:

V(a)image k ={imagel ; L(imagek, imagel) < o} . The neighborhood system is based on a proximity
measure between objects of the same type. That is to say, the proximity measure is applied with respect
to the sets of descriptors contained in two neighbor images. The distance is formally defined in the
following manner:

Definition 4.1.2. If | is the morpho-syntactic distance between two descriptors, then an a (a > 0)
level neighboring system between images can be given by:

V (imageu) = {imagev; limage u - imagevl|,, < cx} ,where"M" stands for the "norm of the mean" and it
isdefined as:

image u - image v|| =

1
Z_ zll(d%i,deﬁj) ,
Pimage u-Pimagev é=' 4=

where the couple of ((descriptor i) , descriptor j)) belongsto the cartesan product ({image u} * {image
v}). The values Pimage u ahd Pimage v are the global weights associated to each image. They can be

written as:

P (descriptor i) ,

imageu = Z Pdescriptor i 'Ximageu
i

3 The term "physical" must be understood as an interpretation which can be applied to images universe and conveys a sense in this
universe.



where X is the characteristic function defined as:

(1 if descriptor v O image u

Ximageu(dwcriptor V) = EP otherise

Definition 4.1.3. A subset C € 3 is cdled a clique if every pair of distinct images in C are
neighbors. With respect to graph theory, the clique order hereis equal to 2.

An intuitive trandation of a clique is a cloud of neighboring points each representing an image. Very
often, when we want to identify some differences between groups, one expresses a degree of
discrimination between these groups by using the variance metric. Thisis possiblein an Euclidean space
as it is the case in the projection of the descriptors space into the weights space. However, the
descriptors space is not necessarily Euclidean. Thisis the reason why we adopt "the norm of the mean™
between two images.

4.2. The query space

Asoutlined above, aquery can be interpreted as a request to compare a hypothetical image with the
set of images present in the documentary system. If so, one can apply a proximity measure between the
guery and the set of images. However, the nature of a query approaches the one of a descriptor but not
the one of an image. Some metrics are basically applied to a descriptor and a query and then induced to
the image. This is the reason why we define in the next section an other type of proximity measure
between aquery and an image. Summarizing the preceding notions and trandating them in topological
terms, wee can say that the clouds are made of images sharing some similarity between their respective
descriptors. A query can be seen as an attempt to find to which cloud it would belong if it was projected
in the images space, that is to say to which cloud could it be matched (see figure 2).

eyl @

Fig. 2. Two queries have to be matched in the
cligues space.

4.3. The query image matching
The matching of aquery to the set of images can be defined in the following formal terms:
Definition 4.3.1. The degree of extracting images responding to a query execution is represented by

a red function value caled "the query image matching". The query image matching is taken as a
proximity measure between the query and an image represented by a set of descriptors.



Definition 4.3.2. The matching function is a mapping M with the following analytical structure:

E*{q 08 IR"

where E C G isthe set of descriptors, q isthe query, Pdes| isaweight assigned to the descriptor i, N
is the number of descriptors contained in an image.

4.4. A geometrical interpretation

Using the definition of the MRF, one can give a geometrical interpretation of an image in the space
generated by the distance 1. One can notice that the distance is smilar to an L1 norm (sum of
components). We can also use a norm similar to the L2 norm (quadratic) and in the case where the
weights assigned to descriptors are dl equal to P and X = R, R'=R/P one obtains a sphere whose
radius is equa to R'. An arbitrary point A in the N-descriptors distance | space can be written as:

A = (I(desl,q), 1(des2,q),...I(desN,q))t, where t is the transposed form. The distance space between
descriptors and the query is modified in practise, because the weight Pj are different. One obtains

ellipsoids or conicsin general in the case of the quadratic MRF.

5. The Markov Random Field concept
in IR

We present the query image MRF and justify the reason of using this concept.
5.1. The query image MRF

It seems much more consistent to study the query image matching not in al the documentary fund but
only among a packet of images which are neighbors (according to the sense defined in section 4). For
example, instead of covering al the images representing the documentary fund which is useless and
much more expensive in cpu time, one hasto cover only some particular set of neighboring images.

Definition 5.1.1. The query image matching M is a stochastic function, it is consdered as a Markov
Random field X with respect to V. It can be written:
i=N X
X|u(query) = Z Pgesi! “ (desi,query) .

i=1
where image u = Iy is represented by the set {desl,des2 ,..., desN} of descriptors.
For easier mathematical interpretation, we use the quadratic distance to definethisMRF. Let X = {X|, |
0 9} denote any family of random variables indexed by 8. Let {1 be the set of al possible

configurations: €2 = {w = (X|1,X]|2,....XId)}, Ii O 9 and i O [1..d]. If one abbreviates {X|1=
X11,.--X1d = XId} as{X = w} then it follows:



Definition 5.1.2. The variable X is a Markov Random Field with respect to a neighborhood system
{9V} if:

Prob {X = w} >0for al wd £

Prob {X| =x| / Xr=Xr, r #1} =Prob {X| = x| / Xy =X, r O Vi}.

The definition of Markovian Fields by means of conditional probabilities has been first proposed by
Dobrushin [5]. In this model, the MRF expresses the local interaction between images {1j} with respect

to the query g. In other words, for afixed query g, and a fixed image u (ly), when one knows the

matching degree of this query on all images of the fund except the image u, then the information about
the matching degree of the image u with the query depends only on images which are neighbors to
imagei. Formally, this can be stated as:

Prob{X| (a) = x1,, /X, (Q) = (X1, Jyseu} =

Prob {X, (a) =xj /X, (@ =i, ), 0v )

One can notice that if we increasethe values of | and P (weight) then the query image matching X will
uncrease. Conversely, if we decrease the values of | and P then one will decrease the value of X.
Hence, the MRF X appears like a connection force between a query and an image.

Theorem 5.1.3. [Hammerdey-Clifford] The random variable X is a Markov Random Field with
respect to a neighborhood system{3,V} if and only if Prob(w) = Prob{X = w} is a Gibbs distribution
with respect to the same neighborhood {3, V}.

Proof. See [9].

5.2. Why an MRF approach?

The hypotheses of using the concept of aMarkovian Field in describing the group of similar images
with respect to aflow of queriesin adocumentary fund originates from the inadequacy of classical me-
thods [7] to take into account the dynamicity involved in the local interaction that goes on between
images and queries. As outlined at the begining, in the classical model the relation in the set of images is
stable and does not change with respect to the queries. The queries may change but the configuration of
images in the documentary fund does not. The MFP hypotheses, on the contrary, allow to describe the
influence a query may have on the configuration of the set of images. It does this by identifying how the
neighborhood relations among images are influenced with respect to aflow of queries. In other terms, a
Markovian Field allows each query to modify sighltly the regrouping of images. A series of queries may
gather or separate the images differently. This latter move provides a change in the cliques (hyperedge)
oganization. The configuration of groups of images are in constant change due to the introduction of the
gueries. Besides, we shall see in the complete version of this article that the theory of Markov Random
Field uses the notion of energy assigned to a configuration of the system. Instead of using probabilities
that are unknown, one has to use potentiel functions [6] derived from energy which is easier.

6. The documentary system degradation

Our am here is to provide a mathematicadl model capable to smulate the degradation of the
documentary system with respect to the interrogator. This degradation depends at least on the threshold



pi whichinitsturn depends on the flow of queries and the analytical structure of the morpho-syntactic

distance I. The MFP machine aims to decrease this degradation by converging to lower energy states of
the system configurations (as the mgjority of gradient dynamics). At this attractor state, modification of
configurations becomes less and less possible. One parameter which may be responsible of this
degradation is the distance | between a query and a descriptor. This distance can be corrupted by
morphological and syntactic ambiguities assigned to descriptors and queries (different trees parsing,

etc.)[2,3]. Thedistance I, the query g and p are involved in the definition of the Markov Random Field
X. An other parameter which is inherent to the query nature is the degree of relevance of inquiries
emanated from the user with respect to the domain encountered: this can be considered as. the
competence level of the user with respect to the domain inquired and explored: it is the user degradation.
At thefirst retrieval step, the documentary system interaction is considered as degraded. One can finally
decompose this degradation into the following manner:

Total degradation = system degradation [/ user degradation,
where '[1" is an invertible operator as '+' or X' etc.

Remark 6.1. Besides, the matching degree of images by a flow of queries is not necessarily uniform,
it very often depends on the domain encountered.

This remark leads us to consider a weight function W which remains constant in a clique of images.

Hence, for a fixed pj and a fixed query gj, one can express anayticaly the nonlinear degradation
modeling of the representation of the fund as:

DegP! (gj) = Y (W(XP! (q))) O NP (qj),
where i(.) isanonlinear invertible function as: (x->In(x) or x---> sqrt(x)).

Analyticaly, this can be written as:

[
P _ P P O Py
qu’|J - LIJ ZWqI,IVXqI'IVD‘i' znquv ]
)

vIVg Iy Vg (1))

OO O

where w (weight) is constant in the set of images Ij contained in V(lj). The random noise npkqi,w
emanated from the user is supposed to be Gaussian with mean p and variance 62. The matrix W= (w;j i)
is defined as. uneryj , imageu = uneryj, imagev if imagev 0 Vq(image U).

7. The optimal configuration

Our am is to determine an optimal configuration w" = (X]1,X|2,...,Xx|d) anhd an optimal threshold
p"with respect to aflow of queries. Formally, the problem can be written:



M;x@%ax{Prob (é)p = oo/dp)} H

oo P [
- Mm[j\/lm{UP(oo)} 0,
pHw il

where "Up" stands for posterior energy which depends on the degradation dP.

The equivaence between these two optimisation problems is due to the posterior Hammersely Clifford
theorem and it is shown in the complete version of this paper. This probability is a Gibbs distribution

and the problem is transformed into the research of a configuration w and a threshold p a minima
energy states. By decreasing the temperature parameter T depending on two slow variables which are
the threshold and the index query, we reach configuration states (fast variables) of lower energy. The
temperature parameter T isanonlinear function converging to zero when the number of queries increase

and for a specific threshold p*. In order to avoid local minima, we tolerate with a certain probability
higher energy states: it isthe simulated annealing algorithm [8] that we apply.

8. Conclusion

We have explored in this paper a Markovian Random Field approach as a possible dternative to the
Information Retrieval problem. The MFP machine that we are devel oping is dynamic and adaptive to the
user's queries. We notice that at each state of the machine, a set of cliques of images is formed by the
interactivity proper to the machine. However, each clique has a different matching degree with a query
and therefore the responses from the system to the user are not random. One for example can choose the
maximum matching degree. As we outlined, the randomness is inherent to the nature of the query.
Finally, we can outline that the classical precision and recal ratios must have an other theoretical
interpretation in a dynamic machine.
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